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Abstract

In this paper we consider the problem of clustering se-
guential circuits subject to a bound on the area of edch clus-
ter, with the objective of minimizing clock period. ” Cur-
rent algorithms address combinational circuits only, and
treat a sequential circuit as a special case, by removing the
Rip-flops (FFs) and clustering the remaining combinational
logic.- This approuch segments a.circuit and assumes the
positions of the FFs are fizred. The positions of FFs are
in fact dynamic, because of retiming. As a resull, current
algorithms can only consider a small portion of the avail-
able solution space. In this paper, we present a clustering
algorithm that does not remove the FFs, It also considers
the effect of retiming. The algorithm can produce clusters
ing solutions with optimal clock periods under the unit delay
model. For the general delay model, it ¢an produce cluster-
ing solutions with ¢lock periods provably close fo minimum.

1 Introduction

Circuit partitioning/clustering is an important aspect of
VLSI design [1, 2]. It consists of dividing a circuit into parts,
each of which can be implemented as a separate component
{e.g., a chip) that satisfies several design constraints. One
such constraint is the area of the component. The limited
area of a component forces the designer to lay out a circuit
on several components. Since crossing components incurs
relatively large delay, such a partitioning could greatly de-
grade the performance of a design if not done properly.

There has been a large amount of work done in the area
of circuit partitioning and clustering [3]-[13]." The classical
objective of partitioning is to minimize the cut-size, i.e., the
number of nets spanning two or more parts.

‘We econsider cirenit clustering subject to-a bound on the
area of each component, with possible replication of nodes,
i.e., a gate may be assigned to more than one component.
We refer to each such component as a cluster, and to the
problem as the circuit clustering problem. Our objective is
to minimize the clock period of the clustered circuit.

Previous work has mainly focused on combinational cir-
cuits for which effective heuristics and optimal algorithms
have been proposed [14, 15, 16]. However, most circuits
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in practice are sequential, Clustering algorithms for com-
binational circuits can be applied to sequential circuits, by
clustering the combinational logic between FFs as was done
in the past [14]. In other words, the FFs in a sequential cir-
cuit are simply réemoved to obtain a combinational network.
Then the combinational network is partitioned/clustered.
Finally, the FFs are placed back, as indicated in Fig. 1.

cluster the

combiaiorl L o FFs bk o 15
network

- Figure 1: Conventional clustering approach.

For sequential circuits, there is a functionality-preserving
transformation known as retiming [17]. Retiming allows a
designer to move FFs around within a circuit. The conven-
tional approach greatly restricts the solution space that can
be explored, since it does not consider different FF configu-
rations that can be derived using retiming, It also segments
a circuit into independent pieces when removing the FFs.

Ignoring the effect of FFs while trying to optimally clus-
ter the combinational logic of a sequential circuit, as the
conventional approach does, may not result in the best so-
lution for the sequential circuit. Consider the circuit shown
in Fig. 2(a).  Assuming the delay of each gate is'1, the
inter-cluster delay is 2, and cach cluster can accommodate 3
gates, after clustering the combinational portion optimally,
we obtain the solution shown in Fig. 2(b). This solution
has a clock period of 8. Retiming can only reduce the clock
period to 7, due to the 7 units of delay on the combinational
path from % to o. '

Figure 2: Clustering and retiming.

On the other hand, consider the clustering solution
shown in Fig. 2(c), which is NOT an optimal clustering



of the combinational logic. This solution, however has a
clock period of 3, when retiming is applied to it, as shown
in Fig. 2(d).

We propose a sequential clustering approach which does
not break a circuit by removing FFs. The approach also
takes into account the effect of retiming. We then present
an efficient clustering algorithm based on the new approach.
The algorithm produces a clustering solution with the min-
imum clock period under the unit delay model. For the
general delay model, it can produce a clustering solution
with a clock period provably close to minimum.

We point out that there have been efforts to combine
retiming with the classical bi-partitioning problem [18, 19].
The resulting problem is obviously NP-complete. Our prob-
lem is different in nature. In fact, under the assumption
that delay values are constants, the algorithm proposed in
this paper has polynomial time complexity.

The rest of this paper is organized as follows. Section
2 contains the problem description. In Section 3, we in-
troduce the strong clustering problem. We will solve this
problem and then turn its solution into a solution to the
clustering problem. An optimal algorithm to the strong
clustering problem is described in Section 4. We present
some experimental results in Section 5, and conclude this
paper in Section 6.

2 Problem statement

We represent a circuit as a directed graph. A node in
the graph represents either a primary input (PI), primary
output (PO) or a gate, and an edge u = v represents an
interconnection from node % to node v. An edge ¢ has a
weight, w(e), which denotes the number of FF's on the inter-
connection. A node v has an area and a delay® associated
with it. The clock period ¢ of a circuit is the maximum
delay on the combinational paths (paths without FFs) in
the circuit.

Retiming a node by a value i means removing ¢ FFs from
each fan-out edge, and in the same time adding ¢ FFs to
each fan-in edge of the node. In general, all nodes except
Pls and POs can be retimed collectively (referred to as a
retiming of the circuit). A retiming r can be represented by
a mapping from the nodes to integers, where r{v) denotes
the retiming value for node v. Note that if v is a PI or PO,
r(v) = 0. After applying retiming r, the weight of edge
4 — v becomes w(e) + r(v) ~ r(u).

Given a sequential circuit, a clustered circuit (of the
given circuit) is an equivalent circuit formed by legal clus-
ters. A (legal) cluster is a subcircuit of the given one and
has a total area at most M which is a given parameter.
The clustered circuit may contain more than one copy of a
node in the initial circuit and the same is true for edges.
In other words, logic may be replicated in forming the clus-
tered circuit. Retiming is also allowed in our formulation
to consider the whole solution space. It should be noted
that a node in a clustered circuit may differ from the node
in the original circuit in clock cycles due to retiming.

In a clustered circuit, an edge from a node outside a
cluster to a node inside the cluster incurs an inter-cluster

1In this paper, we assume delay values are integers.

delay D which, as M, is a given parameter. The clustering
problem addressed in this paper is to find a clustered circuit
with minimum clock period. Without loss of generality, we
assume the Pls and POs are not clustered and no inter-
cluster delay is incurred on edges involving them.

In the description above, the underlying delay model is
usually called the general delay model as the delay values of
the gates can be arbitrary. When all gate delays are zero
and D = 1, we have the so-called unit-delay model [14].

In practice, the clock period is usually given and the ob-
jective is to find a clustered circuit with the target clock
period. This leads to the decision version of the cluster-
ing problem: Given a sequential circuit, and a target clock
period ¢, find an equivalent clustered circuit with a clock
period of ¢, if such a circuit ezists. Of course, if we can
solve the decision problem, we can easily find a clustered
circuit with the minimum clock period if it is so desired, by
carrying out binary search on the target clock period.

To consider the effect of retiming during clustering, we
generalize the important concept of l-values introduced in
[20] and use l-value as an indirect way to consider retiming.
For this we introduce a second weight w;(e) for each edge
u — v. w(e) is defined to be —@-w(e)+d(v), where d(v) is
the propagation delay of v. The l-value of a node is simply
the mazimum weight of the paths from the Pls to the node,
using the w; weight®.

Finally, we list a few more definitions: We use N to
denote the circuit to be clustered. For a node v in N, we
use §(u) to denote the delay incurred on edges starting at
u and entering another cluster, so it is zero if 4 is a PI, or
D if otherwise. A(u,v) for two nodes u and v denotes the
weight of the longest path from « to v in N, using the w;
weight.

3 The strong clustering problem

Dealing directly with clock periods during clustering
proves to be difficult since the clustered circuit is not formed
yet. In this section, we introduce the strong clustering prob-
lem whose objective is stated in terms of l-values. Our ap-
proach to the clustering problem is to solve the strong clus-
tering problem and then turn its solution into a solution to
the clustering problem.

Problem 1 (Strong Clustering Problem) Given a non-
negative integer ¢, find an clustered circuit for N such that
no gate is retimed in the clustered circuit and the l-values
of the POs are less than or equal to ¢.

There is a close tie between the strong clustering problem
and the the clustering problem, as stated in the following
result. (All results are stated without proofs due to space
limitation.)

Theorem 1 If there is no solution to the strong clustering
problem, then there is no clustered circuit with a clock period
of ¢. If, on the other hand, S is a solution to the strong
clustering problem, S can be retimed to a clock period less
than ¢ plus the mazimum of D and the gate delays in S.

21f we divide the l-values by ¢, they form a special continuous
retiming proposed in [21].



As a result of Theorem 1, instead of directly solving the
original clustering problem, we finda solution te the strong
clustering problem, then retime :that-solution to obtain a
solution to the clustering problem: We .next present an
optimal algorithm for the strong clustering problem.

4 An optimal algorithm for the strong
clustering problem

The algorithm: has two phases. . 'In .the first phase;, for
each' node in- N a label and a corresponding cluster are
computed. The label we want to compute 1s simply the min-
itmum l-value of the node in all clustered circuits that do. not
involve retiming, Consequently, if the is a' PO with a label
valne larger than ¢, thestrong clustering problem does not
have a solution and the algorithm stops. If the labels of the
-POs_are all less-than or equal to ¢; the algorithm goes to
the second phase to generate a solution to the strong clus-
tering problem, by-assembling the clusters-computed in the
first phase. In this section, we first describe the two phases.
Then we-analyze the time complexity of the algorithm.

4.1 ~ Compiuting the labels

Due to the presence of loops, there are cyclic dependen-
cies among the labels. The procedure for computing the
labels maintains a lower bound on the value of each label
and successively tightens the bound. -

Initially, the bounds for all nodes are set to -oo except for
the PIs, whose bounds are always zero. In general, a certain
number of iterations are needed. We use B to denote the
number of iterations. For now, we assume B is large enough
so that either all lower bounds settle down or one of the
'POs is found to have a lower bound ]ﬁrger than ¢. Later,
we will present an estimate for B. If the lower bound for
a PO is found exceeding ¢, we know there is no solution
to the strong clustering problem, In this case, the labeling
procedure terminates with a return value FAILURE. Fig. 3
shows the overall structure of the labeling procedure, where
TIGHTENBOUND is the routine that tightens the bound for
a node. Each time TiGHTENBOUND is called, it returns a
new lower bound and an associated legal cluster.

We now introduce the procedure TIGHTENBOUND. To
make sure the lower bounds approach the labels, we mini-
mize the new lower bound for each node. Consider a node v.
For each node u in N, we calculate a value-I’(u) as follows :

@) = 1)+ A )+ (), o)

where I(u) is the current lower bound for node u.

If w is an input to a cluster at v, then the new bound for
v is at least I’(«). Thus, we set the new lower bound to be
the value given by the following formula: '

min (max{l'(u) | uis an input to cy). (2)

¢, a cluster at v

Obviously, the new bound is equal to one of the !’ values.
To find the !’ value, we sort the I’ values of all nodes in N
into a list and do a binary search on the list. The main step
1s, then, solving the following problem:

Problem 2 Given an integer L, determine whether there
is a legal cluster at v -such that the I' value of each input to
the cluster i3 at most L.
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- LaBEL(N, ¢)

for each v in the circuit N
if (vis a PI) then l(v) =0
else I(v) = -o00
for i = 1to B do // B, number of iterations
changed = FALSE
for each v in N
{Inew, Crew) = TIGHTENBOUND(v)
if (vis a PO and lney > ¢) then
return FAILURE // no solution
if (lnew > (v)) then C
I(U) = In;w
changed = TRUE ~
C('U) = Cm?w
if (changed = FALSE) then
return SUCCESS

_'Figure 3: The labeling procedure.

To solve Problem 2, we form a cluster C, 1 at'node v as
follows. All nodes having an !’ value less than or equal to

-L~are removed from N and C, z is composed of all nodes,

that still have a path to v. Intuitively, Cyv,i consists of all
gates that must be inside:the same cluster. .

Lemma 1 Problem 2 has a positive answer. iff C, 1 13 a
legal cluster and does not containa PIL.

_Based on Lemma 1, we can do a binary scarch on the list
of I values to determine the new lower bound for ». Fig. 4
summartzes the procedure TIGHTENBOUND

TiIGHTENBOUND(v)
calculate I'(u) for each node u according to Eq. (1)
_sort all I’ values in increasing order Li, Lo, ..., Lt

low=1, high =1
while (low < high) do
mid = (low + high)/2
remove each node u with !'(v) < Lnig
form cluster Cu 1 .
if (area of C,,1, > M or C,, contains a PI) then
low =mid + low
else
high = mid
‘ re,turn, (Llow, Cv,L;ow)

Figure 4: Tighten the lower bound for one node.

 We now use the ciicuit in Fig. 5 to illustrate the labeling
procedure. For this example, the cluster area, inter-cluster
delay and target clock period are assumed to be 2 units,and

the area and the delay of each gate are assumed to be one

unit. “The table in"Fig. 5 shows the all-pairs matrix A for
the circuit.

Initially, I(z) =0, I(a) = l(b) = 1(c) = 1(0) =-00. Suppose
we tighten the lower bounds for a, b, ¢ in this order.. After



Figure 6: Final clusters.

the second iteration of the for loop in LABEL, the bounds
become {(1) = 0, I(a) = l(c) = 1, I(b) = 2, I(¢) = 0. Now
consider the third iteration.

For node a :

I'(i) = I(i) + A(i, a) + 6(1) =0+14+0=1;
(b) = 1(8) + A(b,a) + 6(8) = 24+ (1) 2= 3;
Plc) = 1(c) + Dlc,a) + 6(c) = 1+ (~2) +2 = 1.

The new bound for a is still 1, and the corresponding cluster
is {a,b}, as shown in Fig. 6(a).
For node & :

V'E)=1(6)+AGB)+6(i))=0+0+0=0;
P(a) =1a)+ D+ Aa,b)+8(a) =1+ (-1)+2=12;
'ie)=lc)+ D+ Ale,b) +6(c) =1+ (-1)+2=2.

The new bound for b is still 2, and the corresponding cluster
is {b}, as shown in Fig. 6(b}).
For node ¢ :

F(i) = 1) + AG, &) +66) = 0+ (=1) + 0 = —1;
U'(a) =1l(a) + Aa,c)+ 8(a) =14+ (-2)+2=1;
V') =1b)+Abe) +8(d)=2+(-1)+2=3.

The new bound for c is still 1, and the corresponding
cluster is {b,c}, as shown in Fig. 6(c).

For node o, I(0) = I(b) — pw(b,0) = 0. Note that since
each PO forms a cluster by itself, its bound is always that of
the gate that generates the output, plus the w; weight of the
edge to the PO. Since no further tightening is encountered,
the labeling procedure comes to a halt.

4.2 Generating a clustered circuit

After the successful completion of the labeling proce-
dure, we obtain for each node, a label and a corresponding
cluster. In this phase of the algorithm, we construct a so-
lution for the strong clustering problem. This is done by
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Figure 7: (a) Initial clustered circuit (b) the retimed
one.

connecting the clusters together. If node u is an input to
the cluster at node v, the output of the cluster at u is con-
nected to each node that u is supposed to be connected to in
the cluster at v, and the number of FFs on each connection
is kept the same as that on the connection in N. In gen-
eral, some clusters are redundant in that their outputs have
no paths to the POs. After all connections are made, we
can remove the redundant clusters by tracing the clustered
circuit backwards from the POs, and deleting clusters not
encountered. Let the resulting circuit be S. For example,
Fig. 7(a) shows the solntion for the circuit in Fig. 5 formed
using the clusters in Fig. 6.

The following result states the correctness of the algo-
rithm.

Theorem 2 If the labeling procedure returns FAILURE,
there is no solution to the strong clustering problem. If,
on the other hand, the procedure returns SUCCESS, S is a
solution to the problem.

To turn S into a solution to the decision version of the
original clustering problem, we calculate the l-values of the
nodes in S. This can be done by running a single source
longest path algorithm on S [22] (according to the definition
of l-values). After the l-values are determined, we then
retime S according to the following retiming:

if vis a PI or PO

0
r(v) = { rz_value of v in S-I -1 otherwise
¢

Let S, denote the retimed circuit. We have the following
result:

Theorem 3 If the labeling procedure returns FAILURE,
there is no clustered circust with a clock period of . On
the other hand, if the procedure returns SUCCESS, Sy has
a clock period less than ¢ + K, where K is the mazimum of
the gate delays and D,

For the unit delay model, where D = 1, and delay of
each gate is zero {15], we have that the clock period of S» is
less than ¢ + 1, which implies the clock period is less than
or equal to ¢, since ¢ is an integer. Thus,

Corollary 1 For the unit delay model, we further have that
S, has a clock period less than or equal to ¢ if the labeling
procedure returns SUCCESS.

For the clustered circuit in Fig. 7(a), we retime all copies
of node b by a value of 1 to obtain the clustered circuit in
Fig. 7(b), which has a clock period of 2.



4.3 Time complexity

To determine the time complexity of the labeling pro-
cedure, we first determine the number of iterations in the
labeling procedure. For this, we modify the labeling proce-
dure by setting the initial lower bound for each-node to be
its l-value in N, since the label is obviously larger than or
equal to the l-value. If the label of a node is finite, there are
at most n — 1 edges that cross cluster boundaries on a path
with a weight equal to the label. As a result, the label is at
most (n —1)D larger than the initial l.value. Each iteration
increases at least one of the lower bounds by at least one,
for otherwise the variable changed is FALSE in the whole
iteration and the labeling procedure terminates with SUC-
CESS. After at most n{n — 1)}D iterations, all lower bounds
must have reachéd their maximum possible values if they
are finite. Thus, we can set B to be n(n — 1)D + 1 in the
labeling’ procedure.” If the labeling procedure does not re-
turn after n(n —1).D + 1 iterations, we know at léast one of

the nodés has an infinite label value, and simply stop the
procedure by returning FAILURE.

For a given &, the l-values of the nodes in N can
bé determined in time O(nm) using Beéllman-Ford algo-
rithm, and the all-pairs matrix A can be calculated in time
O(n?log n+nm) [22], where n and m denote the number of
nodes and the number of edges in IV, respectively. In proce-
dure TIGHTENBOUND which takes O((n -+ m)log#n) time is
called at most B times for each node. Hence the time cost of
the labeling procedure is O(n*mDlogn) in the worst case.
Qur experiments suggest- that the worst-case scenario is un-
likely to o¢cur in practice. We also have several methods
to improve the running time, which are-omitted here due
to space limitation.

4.4 Cluster reduction

In the previous discussion, we assume each cluster has
one output. If this assumption is relaxed, a post-processing

step can be added to reduce the number of clusters, without

increasing the l-values of the POs. For this, techniques
similar to those in [i4] can be used. For example, if the
label of a node v is. equal to the l-value a copy of the node in
the clustered circuit, the entire cluster at v can be removed,
and replaced by the copy. As an example, for the circuit in
Fig. 7(a), the I-valnes of node b in both the cluster at node
& and the cluster at node c are 1, the same as the label of &.
As a result, we remove the cluster.at node.b and replace it
with the b inthe cluster at a (or b). The resulting clustering
solution is shown in Fig. 8.

Several techniques were proposed to reduce rephcanon
for combinational circuits in [14]. Similar ideas apply here
except that I-values are used in place of combmatmnal path
delays.

5 Experlmental results

In this section, we describe our experiments, and sum-
marize the results. S 4

The test examples are from the sequential circuits in the
ISCAS 89 suite. For each circuit, we ran our algorithm
with three different area bounds, M=5, 10 and 15. The
results obtained are summarized in Table 2, where column
dopt lists the minimum clock period, #g¢ lists the number
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Figure 8: Clustered circuit after cluster reduction.

of gates in the original and clustered circuits, and #c lists
the number of clusters in each clustered circuit. The final
column lists the average running time of our program, for
the three area bounds on a SPARC 5.

We set gate area and delay to be one unit and inter-
cluster delay to be two units in our experiments. Thus, the
clock period of each clustered circuit is at most one unit
away from optimal. As the cluster size increases, there is
more freedom in assigning gates 10 clusters. From the table
it is clear that our algorithm can automatically detect and
utilize this freedom, to produce clustermg solutions with
decreasing clock periods.

When the area bound M = 15, the optimal clock period
obtained for the clustered circuit is very close to the optimal
clock period of the original cixcuit. An area bound of 15 is
still quite small compared to the size of the circuit. This
clearly indicates the effectiveness of our algorithm.

6 Conclusions

Circuit ¢lustering is an important step in the design of
VLSI circuits. The solution formed at this step :greatly
influences the quality of the final design. We have developed
a clustering algorithm for sequential circuits that combines
retiming with clustering, and generates a clustering solution
without breaking the circuit. The solution obtained has
optimal clock period for the unit delay model, and provably
close to optimal clock period for the general delay model.

We are currently working to further improve the algo-
rithm by reducing the running time and the replicated logic.
We are also looking into the clustering problem with pin
count constraint.

Another direction for further research concerns classical
circuit partitioning. If the effect on the clock period of
the circnit is not taken into account during partitioning, a
critical path may be cut a large number of times. We are
investigating ways to balance clock period and cutsize.
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